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Abstract

Recently, we proposed a new measure of complexity for symbolic sequences (Sequence Compositional Complexity, SCC)
based on the entropic segmentation of a sequence into compositionally homogeneous domains. Such segmentation is carried out
by means of a conceptually simple, computationally efficient heuristic algorithm. SCC is now applied to the sequences generated
by several stochastic models which describe the statistical properties of DNA, in particular the observed long-range fractal
correlations. This approach allows us to test the capability of the different models in describing the complex compositional
heterogeneity found in DNA sequences. Moreover, SCC detects clear differences where conventional standard methods fail.
 1999 Elsevier Science B.V. All rights reserved.

1. Introduction

DNA sequences are formed by patches or domains
of different nucleotide composition; given the huge
spatial heterogeneity of most genomes, the identifi-
cation of compositional patches or domains in a se-
quence is a critical step in understanding large-scale
genome structure. Moreover, in sequences from higher
organisms, these domains are organized in very com-
plex structures (with fractal properties in many cases),
and therefore domains need to be defined on a statisti-
cal basis.

2. Sequence compositional complexity

To obtain the partition of a given sequence into
domains we proposed a segmentation method, based
on the Jensen–Shannon entropic divergence (JSm) [1].
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We search for the partition that maximizes JSm,
defined as:

JSm =H [S] −
m∑
i=1

li

L
H [Si], (1)

whereH [S] is the Shannon entropy of the sequence
of lengthL, andH [Si] is the Shannon entropy ofith
segment of lengthli . As the segmentation is carried
out by means of a statistical criterion, a significance
level (s) must be established, so the final result
depends critically on this parameter. Ifs is close to
100% a small number of domains is obtained, but
with a very significant difference between them; on the
contrary, ifs is lower the number of domains increases
but the difference between them is less significative.
In other words: for high values ofs only the big scale
details of the sequences are revealed, meanwhile by
lowering s the small scale structure of the sequence
emerges.

Since searching for the partition that maximizes
(1) requires the solution of a NP-complete prob-
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lem, we introduced a computationally efficient heuris-
tic algorithm which implements such a segmentation
method [1]. Once a sequence is partitioned, in order to
measure its complexity we define the sequence com-
positional complexity (SCC) as the JSm value obtained
in the maximization procedure [1]. This measure ac-
counts for both the number and compositional differ-
ences between the domains. The plot of SCC as a func-
tion of s (complexity profile) provides a view of the
sequence structure at different scales.

3. DNA models

In recent years, several models to explain and de-
scribe the fractal properties and long-range correla-
tions of DNA sequences have been proposed (see [2,
3] for reviews). An important question to be addressed
is whether these models deal properly with the com-
plex heterogeneity present in natural DNA sequences.
Since SCC has revealed as a useful magnitude in DNA
sequence analysis [1,4,5], we are going to compute
SCC for several artificial sequences generated with
these models, comparing the results with those ob-
tained in DNA.

3.1. First order Markov chains

This model generates artificial DNA sequences by
using the transition matrix observed in natural se-
quences. In Fig. 1(a) we show the complexity profile

of a human sequence (HUMTCRAD) and a bacter-
ial one (ECO110K), and the corresponding artificial
sequences obtained from their transition probabilities.
This model only produces short-range correlations and
the resulting sequence is stationary. The plot indicates
that this model does not provide the complexity ob-
served in natural sequences.

3.2. Mutation-duplication model

This kind of models [6] generate binary sequences
of increasing order by using an iterative substitutional
rule (probabilities in brackets):

0t→ (00)t+1[1− p], 0t→ (1)t+1[p],
1t→ (11)t+1[1− p], 1t→ (0)t+1[p].

This model produces long-range fractal correla-
tions, as in natural sequences, but, as can be seen in
Fig. 1(b), it only provides adequate values of complex-
ity for low values of significance level. The proposed
substitutional rule may mimic several processes that
lead to repeated DNA. In fact, the complexity profiles
obtained with this model are very similar to the ones
obtained with repeated DNA [7].

3.3. Insertion-deletion model

The starting point of the model [8] is a biased ran-
dom binary sequence of lengthL (thus imitating nat-
ural fragments of coding DNA). Then the sequence

Fig. 1. (a) Complexity profiles of natural DNA sequences as compared to artificial ones generated by a Markov model. (b) Complexity profiles
of natural DNA sequences as compared to artificial ones generated by the mutation-duplication model.
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Fig. 2. (a) Evolution of the SCC with the number of iterations for
the insertion-deletion model. (b) SCC for natural DNA sequences
from organisms with different degrees of biological complexity.
(c) Complexity profiles of the yeast natural sequence as compared
to the artificial one obtained from the pseudo-chromosome model.

evolves following certain rules which mimic the inser-
tion/deletion processes provoked by retrovirus. Suc-
cessive iterations increase the sequence complexity. In
Fig. 2(a) we show the complexity profiles of sequences
obtained for three different numbers of iterations (we
use the values of the parameters suggested by the au-
thors). The increase in complexity with the process
seems to imitate the increase in complexity with evo-
lution (Fig. 2(b)).

3.4. Pseudo-chromosomes

This model proposes that the complex structure ob-
served in DNA can be explained for several DNA se-
quences (v.g. in the yeast genome) in terms of the
correlations introduced by nonuniform codon usage in
coding regions. The model deals properly with the cor-
relations present in the sequence, as measured by the
mutual information [9]. Nevertheless, the complexity
profiles of the sequences generated with this model
are very different to those corresponding to natural se-
quences, as shown in Fig. 2(c).

Despite its extreme simplicity, the models of genome
dynamics reviewed above – incorporating point mu-
tations, tandem duplications and insertion/deletion
mechanisms – are able to generate sequences with
self-similar long-range correlation and 1/f power
spectra. SCC profiles show, however, that neither one
of these models lead to sequences with the com-
plex heterogeneity characterizing DNA sequences [1].
The most successful was the insertion/deletion model,
which generates sequences of similar complexity to
DNA sequences, at least for highs values. We con-
clude that new models, perhaps incorporating genome-
wide mechanisms, such as polyploidy – and the sub-
sequent diploidization process – or inter-chromosomal
exchanges [5], are required to embrace all the hetero-
geneity built into the genome.
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