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Abstract 

Entropy and relative entropy are proposed as features extracted from symbol sequences. Firstly, a proper Iterated Function 
System is driven by the sequence, producing a fractal-like representation (CSR) with a low computational cost. Then, two 
entropic measures are applied to the CSR histogram of the CSR and theoretically justified. Examples are included. 
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1. Introduction 

Feature extraction is an important topic in pattern 
recognition. The subject is covered in the literature 
before, namely Kittler ( 1986, p. 60). Recognition of 
patterns or structures in sequences (Valiveti and 
Oommen, 1991) is a particular subject which the 
present work deals with. In this context, a sequence 
is understood as any string of symbols or data drawn 
from a finite alphabet. They can, of course, come from 
any other figure, such as a digital image, by a prop- 
erly defined ordering method of scanning and reading. 

We propose a new feature to be extracted from se- 
quences. It is intended for applying either to any of a 
battery of classification procedures in use, together 
with any other features, or in a characterization pro- 
cess such as revealing non-randomness in a sequence. 

The novelty of the proposed entropic feature is 
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twofold: the procedure for scrutinizing the sequence, 
through the Chaos Sequence Representation (CSR) 
and the application of Shannon’s entropy and Kull- 
back’s relative entropy to the histogram of the above 
CSR (see for example Cover and Thomas, 199 1). 

A chaotic representation for sequences is pre- 
sented, which is based on the so-called Iterated Func- 
tion System (IFS) by Barnsley ( 1988, p. 82). Jeffrey 
( 1990) and Oliver et al. ( 1992) have applied a sim- 
ilar method in analysing DNA sequences. The attrac- 

tor obtained, here called the Chaos Sequence Repre- 
sentation (CSR), is suitable for processing. The 
procedure has proved to be a saving in computa- 
tional effort when determining statistics concerning 
large subsequences in the whole string. The subject is 
described in Section 2. 

The histogram of the CSR as well as its entropy and 
relative entropy are theoretically interpreted and dis- 

cussed as a suitable feature. Gray-level histograms in 
digital images have been reported before by Roman- 
Roldan et al. ( 199 1) in a similar fashion. The spatial 
multi-resolution analysis provided there is translated 
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